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Abstract

This paper proposes controller design methods, specially for track-following control of the magnetic read/write head in a hard disk drive (HDD). The servo system to be considered is a general dual-stage multi-sensing system, which encompasses most of the track-following configurations encountered in the HDD industry, including the traditional single-stage system. For the general system, a robust track-following problem is formulated as a time-varying version of the robust $H_2$ synthesis problem. Both dynamic and real parametric uncertainties, which are typical model uncertainties in track-following control, are taken into account in the formulation. Three optimal robust controller design techniques with different robustness guarantees are applied to solve the synthesis problem. These are mixed $H_2/H_\infty$, mixed $H_2/\mu$, and robust $H_2$ syntheses. Advantages and disadvantages of each method are presented. Multirate control, which is inherent to control problems in HDDs, is obtained by reducing multirate problems into linear time-invariant ones, for which there are many useful theories and algorithms available. Most of the techniques proposed in this paper heavily rely on efficient numerical tools for solving linear matrix inequalities.
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1 Introduction

Track-following control of the magnetic read/write head in hard disk drives (HDDs) is of great importance in meeting recent and future requirements of extremely high track density. For a given system consisting of several components such as a suspension, sensors, and actuators, servo control should achieve optimal track-following performance to meet several objectives. Optimal control will not only realize small track-misregistration but also give us useful information regarding the limitations of a given system, as well as useful information on how to modify the system structure.

In addition to optimality, robustness is essential in track-following control. This is because there are many disturbances affecting the control system, such as measurement noise, track runout, windage, and external shock. Moreover, a controller has to be designed so that it maintains acceptable track-following performance for hundreds of thousands of HDD units with slightly different dynamics.

This paper proposes several robust and optimal control methods for a general servo system, called the dual-stage multi-sensing (DSMS) system. The DSMS system has two actuators and several sensor measurements, and is expected to be necessary for achieving the highly precise track-following that will be required in future HDDs. For this multivariable control system, it is not easy to systematically design a controller that provides both optimality and robustness by using classical control theory. Therefore, we will apply advanced robust control theories such as mixed $H_2/H_\infty$, mixed $H_2/\mu$, and robust $H_2$ syntheses, to the present multivariable control problem.

In order to enhance performance, we should exploit the freedom of using different sampling/hold rates in the DSMS system. In HDDs, the sampling rate of the position error signal (PES) is determined by the disk spinning speed and the number of servo sectors, while the sampling/hold rates of other sensors, such as a sensor measuring the head relative to the suspension tip, or a vibration sensor in the suspension, are flexible. It is natural to presume that the increase of these rates will improve track-following performance. In this paper, we will assume arbitrary sampling/hold rates.

The paper is organized as follows. In Section 2, a multirate robust track-following problem is formulated mathematically. Section 3 reviews the method in [1, 2] for the reduction of multirate control problems to time-invariant control ones. Section 4 presents three robust control design methods that solve the formulated robust track-following problem approximately. Section 5 gives a simple example for the synthesis of a dual-stage track-following controller using the robust $H_2$ synthesis technique. The linear matrix inequalities (LMIs) used in this paper are presented in the Appendices.

Even though this paper assumes a general structure for a dual-stage multi-sensing system, it plays a role in theoretically supporting the multirate, multi-input multi-output (MIMO) controller synthesis techniques used in [3], which presents a comparison of sequential SISO and MIMO track-following control synthesis techniques for dual-stage and multi-sensing servo systems in hard disk drives.
drives. Readers are referred to [3] for more background on the track-following control of dual-stage servo systems for HDDs and for further simulation results of the controller synthesis techniques presented in this paper.

2 A robust track-following control problem

In this section, we will formulate a multirate robust track-following control problem to be tackled in this paper. The formulation is general enough to cover most of the track-following control problems encountered in the magnetic disk drive industry, such as single-stage and dual-stage control, irrespective of the type of the secondary actuator, and the locations/number of sensors. Practical examples of track-following control which reduces to the formulation given below are presented in Section 5, as well as in [3].

Let us consider a discrete-time $1$ linear time-invariant generalized plant with an uncertainty block (see Fig. 1):

$$
\begin{bmatrix}
    z_{\Delta} \\
    z_2 \\
    y
\end{bmatrix} =
\begin{bmatrix}
    A & B_\Delta & B_2 & B_u \\
    C_\Delta & D_{\Delta\Delta} & D_{\Delta 2} & D_{\Delta u} \\
    C_2 & D_{2\Delta} & D_{22} & D_{2u} \\
    C_y & D_{y\Delta} & D_{y2} & 0
\end{bmatrix}
\begin{bmatrix}
    w_{\Delta} \\
    w_2 \\
    u
\end{bmatrix},
$$

where we have used the standard notation:

$$
\begin{bmatrix}
    A & B \\
    C & D
\end{bmatrix} := D + C(zI - A)^{-1}B.
$$

Here, $u$ is the input vector of length 2, which consists of signals to the voice coil motor (VCM) and an auxiliary mini- or micro-actuator. $y$ is the measurement vector (of any length), typically consisting of the PES, the suspension vibration signal measured by PZT sensors, the position of the magnetic head relative to the gimbal, as measured by a microactuator relative position sensor, and so on. $z_2$ is the control output vector, typically consisting of the PES and input amplitudes, and $w_2$ is the disturbance vector of all undesirable signals, such as track runout, windage, and measurement noise. All the matrices in (1) are constant and assumed to have compatible dimensions. The generalized plant is comprised of the VCM and secondary actuator dynamics, as well as weighting functions.

The uncertainty block $\Delta$ is assumed to be a diagonal matrix in the set:

$$
\mathcal{B} := \left\{ \Delta := \text{diag}[\delta_1, \ldots, \delta_p, \Delta_V, \Delta_M] \mid \delta_j \in \mathbb{R}, j = 1, \ldots, p \quad \Delta_V \in BH_{\infty}, \quad \Delta_M \in BH_{\infty} \right\}.
$$

Throughout this paper, we assume that, if a plant model is originally given in continuous-time, it has been discretized with the fastest sampling/hold rate.
where \( p \) is the number of parametric uncertainties, and

\[
B\mathbb{R} := \{ r \in \mathbb{R} : |r| \leq 1 \},
\]

\[
BH_{\infty} := \{ f \in H_{\infty} : ||f||_{\infty} \leq 1 \}.
\]

The real uncertainty \( \delta_j \) is interpreted as a parameter variation in the dynamics of the VCM and the auxiliary actuator, such as gain, damping ratio and resonance frequency. Dynamic uncertainties \( \Delta_V \) and \( \Delta_M \) are typically due to high-frequency unmodeled dynamics in the VCM and the secondary microactuator, respectively.

Remark 1 It may happen that some parametric uncertainties appear repeatedly as \( \delta_j I \). However, since the subsequent discussions are almost unchanged even in such cases, we just consider the case of non-repeated parametric uncertainties.

Denote the operator from \( w_2 \) to \( z_2 \) by \( T_{z_2 w_2} \). This operator depends on the uncertainty \( \Delta \) and a multirate controller \( HKS \), where \( S \) and \( H \) mean a multirate sampler and a multirate hold, respectively. Thus, we show the dependence explicitly as \( T_{z_2 w_2}(HKS, \Delta) \). Note that the operator \( T_{z_2 w_2}(HKS, \Delta) \) is time-varying in general due to the multirate sampler and hold. Then, a multirate robust track-following control problem can be formulated as follows.

Problem 1 For given multirate sampler \( S \) and hold \( H \) with fixed sampling and hold rates, design a controller \( K \) that stabilizes exponentially the closed-loop system for all \( \Delta \in \mathcal{B} \), and minimizes the worst-case RMS value of \( z_2 \) against Gaussian white noise \( w_2 \), or equivalently, solve the optimization problem

\[
\min_{K \in K(\mathcal{B})} \max_{\Delta \in \mathcal{B}} ||T_{z_2 w_2}(HKS, \Delta)||_2,
\]

where \( K(\mathcal{B}) \) is the set of all controllers that exponentially stabilize the closed-loop system for all \( \Delta \in \mathcal{B} \), and ||·||_2 denotes the \( \ell_2 \) semi-norm defined for time-varying systems in [4, p. 73].
This is a multirate robust performance synthesis problem, with parametric and dynamic uncertainties. We remark that this problem is general in that it contains, as special cases, single-stage single-sensing cases, as well as single-rate cases.

Unfortunately, the formulated problem is difficult to solve exactly with existing control theory and computational tools, because of the nonconvexity and relatively large size of the typical track-following control problem. Therefore, in Section 4, we will present design methods to solve this problem in certain approximate cases.

3 Multirate control

Before proceeding with the exposition of control design techniques for the formulated robust performance synthesis problem, in this section, we will review a way to transform a multirate control problem into a time-invariant one, for which there are many useful theories and numerical algorithms available. To this end, we follow the technique used in [2, 1, 4]. For the ease of notation, only in this section, we remove the uncertainty block $\Delta$, as well as signals $z_\Delta$ and $w_\Delta$, and consider a simplified generalized plant:

$$
\begin{bmatrix}
  z_2 \\
  y
\end{bmatrix} = 
\begin{bmatrix}
  A & B_2 & B_u \\
  C_2 & D_{22} & D_{2u} \\
  C_y & D_{y2} & 0
\end{bmatrix}
\begin{bmatrix}
  w_2 \\
  u
\end{bmatrix}.
$$

(6)

However, even with the uncertainty block $\Delta$ and corresponding channels $w_\Delta$ and $z_\Delta$, the argument in this section remains analogous.

3.1 Reduction to time-varying control

First, by combining the generalized plant with the multirate sampler and hold, we will obtain a periodic time-varying system (See Fig. 2). The explicit form of such a system will be derived next.

A multirate sampler $S$ is expressed mathematically as

$$
S : \tilde{y}(k) = \Gamma(k)y(k), \quad k = 0, 1, 2, \ldots,
$$

(7)

where $\Gamma(k)$ is a diagonal matrix with diagonal entries of 0 or 1. If the $i$-th measurement is sampled at time $k$, the $(i, i)$-entry of $\Gamma(k)$ is set to 1; otherwise, it is set to 0. In the single-rate case, $\Gamma(k) = I$ for any $k = 0, 1, 2, \ldots$. We assume that the sampler is periodic with a period $T_s$, i.e.,

$$
\Gamma(k + T_s) = \Gamma(k), \quad k = 0, 1, 2, \ldots.
$$

(8)
Figure 2: A periodic time-varying system consisting of a time-invariant generalized plant, a multi-rate sampler $S$ and a multirate hold $H$.

To represent a multirate hold $H$ mathematically, we decompose the input vector $u$ into vectors with fastest and slower hold rates as follows:

$$\begin{align*}
u =: \begin{bmatrix} u_s \\ u_f \end{bmatrix},
\end{align*}$$

where the subscripts “$s$” and “$f$” stand for slower and fastest respectively, and channels with slower sampling rates are gathered at the top of the vector $u$ without loss of generality. Here, the term “fastest rate” refers to the fastest rate among not only hold rates, but also sampling rates. Thus, if the fastest sampling rate is faster than any hold rate, $u$ consists of only $u_s$. Then, the hold is a mapping:

$$\begin{align*}
H : \tilde{u} := \begin{bmatrix} \tilde{u}_s \\ \tilde{u}_f \end{bmatrix} \rightarrow \begin{bmatrix} u_s \\ u_f \end{bmatrix},
\end{align*}$$

which can be described as a dynamic linear time-varying system:

$$\begin{align*}
x_h(k+1) =: A_h(k) x_h(k) + B_h(k) \tilde{u}_s(k),
\end{align*}$$

where $x_h$ is the state vector of $H$, and for $k = 0, 1, 2, \ldots$,

$$\begin{align*}
A_h(k) := I_{n_s} - \Omega(k), & \quad B_h(k) := [\Omega(k), 0], \\
C_h(k) := \begin{bmatrix} I_{n_s} - \Omega(k) \\ 0 \end{bmatrix}, & \quad D_h(k) := \begin{bmatrix} \Omega(k) & 0 \\ 0 & I_{n_f} \end{bmatrix}.
\end{align*}$$

Here, the dimensions of $u_s$ and $u_f$ are denoted by $n_s$ and $n_f$ respectively, $\Omega(k) \in \mathbb{R}^{n_s \times n_s}$ is a diagonal matrix with diagonal entries of 0 or 1, and plays a similar role to $\Gamma(k)$ in (8). If we feed the $i$-th input signal of $\tilde{u}_s$ from the controller at time $k$, then $(i, i)$-entry of $\Omega(k)$ is set to 1; otherwise, it is set to 0, resulting in the $i$-th input at time $k$ equal to the $i$-th input at time $k - 1$.\[6\]
In the single-rate case, the hold degenerates to a static system \( u(k) = \tilde{u}(k) \). We assume that the hold is periodic with a period \( T_h \), i.e.,

\[
\Omega(k + T_h) = \Omega(k), \quad k = 0, 1, 2, \ldots \tag{13}
\]

Now, we suppose that the periods \( T_s \) and \( T_h \) are rationally related, that is, their least common multiple

\[
T := \text{l.c.m.}(T_s, T_h) \tag{14}
\]

is an integer. Then, by combining (6), (7) and (11), we obtain a linear periodic time-varying system with the period \( T \):

\[
\begin{bmatrix}
\dot{x}(k + 1) \\
z_2(k) \\
\tilde{y}(k)
\end{bmatrix} = 
\begin{bmatrix}
\tilde{A}(k) & \tilde{B}_2(k) & \tilde{B}_u(k) \\
\tilde{C}_2(k) & \tilde{D}_{22}(k) & \tilde{D}_{2u}(k) \\
\tilde{C}_y(k) & \tilde{D}_{y2}(k) & 0
\end{bmatrix}
\begin{bmatrix}
\dot{x}(k) \\
w_2(k) \\
\tilde{u}(k)
\end{bmatrix}, \tag{15}
\]

for \( k = 0, 1, 2, \ldots \), where the matrices in (15) are obtained by straightforward calculation as follows:

\[
\begin{align*}
\tilde{A}(k) & := \begin{bmatrix} A & B_u C_h(k) \\ 0 & A_h(k) \end{bmatrix}, \\
\tilde{B}_2(k) & := \begin{bmatrix} B_2 \\ 0 \end{bmatrix}, \quad \tilde{B}_u(k) := \begin{bmatrix} B_u D_h(k) \\ B_h(k) \end{bmatrix}, \\
\tilde{C}_2(k) & := \begin{bmatrix} C_2 & D_{2u} C_h(k) \end{bmatrix}, \\
\tilde{C}_y(k) & := \Gamma(k) \begin{bmatrix} C_y \\ 0 \end{bmatrix}, \\
\tilde{D}_{22}(k) & := D_{22}, \quad \tilde{D}_{2u}(k) := D_{2u} D_h(k), \\
\tilde{D}_{y2}(k) & := \Gamma(k) D_{y2}.
\end{align*} \tag{16}
\]

Note that the system (15) includes all the information about the multirate sampler and hold.

### 3.2 Reduction to time-invariant control

Next, we will apply known controller design methods for time-varying systems to the system (15), thereby we can obtain a multirate controller.

It is proven in [4, 1, 2] that many important control synthesis problems for time-varying systems can be solved in a very similar way to those for time-invariant systems. Moreover, for periodic time-varying systems, these problems can be reduced to finite-dimensional convex optimization problems, which can be solved by using efficient numerical techniques for linear matrix inequalities (LMIs).

To be more concrete, using the matrices in the periodic time-varying plant (15) with its period \( T \), let us consider an auxiliary linear time-invariant system:

\[
\begin{bmatrix}
z_2 \\
y
\end{bmatrix} = 
\begin{bmatrix}
ZA & ZB_2 & ZB_u \\
C_2 & D_{22} & D_{2u} \\
C_y & D_{y2} & 0
\end{bmatrix}
\begin{bmatrix}
w_2 \\
u
\end{bmatrix}, \tag{17}
\]
Here, matrices with bold capital letters are block-diagonal\(^2\) consisting of the matrices in (15); for example,

\[
A := \begin{bmatrix}
\bar{A}(0) & \\
\vdots & \\
\bar{A}(T-1)
\end{bmatrix},
\]

and \(Z\) is a “shift” matrix which is of compatible size with \(A\) and defined by

\[
Z := \begin{bmatrix}
0 & \cdots & 0 & I \\
I & 0 & \\
\vdots & & \ddots & \\
I & 0
\end{bmatrix}.
\]

The vectors \(z_2, w_2, y\) and \(u\) are considered as “lifted” signals of \(z_2, w_2, \tilde{y}\) and \(\tilde{u}\) in (15), respectively.

By a combination of the theories in [4, 1, 2], we can deduce the following equivalence:

- A time-invariant controller

\[
u = \begin{bmatrix}
ZK_A \\
ZK_B
\end{bmatrix} \begin{bmatrix}
K_C \\
K_D
\end{bmatrix} y
\]

(20)

stabilizes the time-invariant system (17), and satisfies an \(H_2\) or \(H_\infty\) norm condition:

\[
\| T z_2 w_2 \|_i < \begin{cases} \sqrt{T \gamma^2}, & \text{if } i = 2, \\ \gamma, & \text{if } i = \infty, \end{cases}
\]

(21)

where \(T\) is defined in (14). Here, the matrices in (20) are block-diagonal, and we denote them as

\[
K_M := \begin{bmatrix}
K_M(0) \\
\vdots \\
K_M(T-1)
\end{bmatrix},
\]

(22)

where “\(M\)” can be \(A, B, C\) or \(D\). and the block sizes in \(Z\) are compatible with the block sizes in \(K_A\).

- A periodic time-varying controller

\[
\begin{bmatrix}
x_K(k+1) \\
\tilde{u}(k)
\end{bmatrix} = \begin{bmatrix}
K_A(k) & K_B(k) \\
K_C(k) & K_D(k)
\end{bmatrix} \begin{bmatrix}
x_K(k) \\
\tilde{y}(k)
\end{bmatrix},
\]

(23)

of the period \(T\) stabilizes exponentially the time-varying system (15), and satisfies a norm condition

\[
\| T z_2 w_2 \|_i < \gamma, \quad i = 2 \text{ or } \ell_2\text{-induced}.
\]

(24)

\(^2\)Throughout this paper, we use bold capital letters to denote block-diagonal matrices.
In this way, the $\ell_2$ semi-norm or $\ell_2$-induced norm suboptimal control problem for a periodic time-varying system can be transformed into a standard $H_2$ or $H_\infty$ suboptimal control problem for a time-invariant system, with a controller structure (20) and (22). The controller structure can be guaranteed by solving the suboptimal control problems with numerical tools for LMIs.

To summarize, our procedure to solve a multirate control problem is:

1. Derive a time-invariant system (17).
2. Design a controller (20) for (17).
3. Obtain a periodic time-varying controller (23) by decomposing controller matrices as (22).

4 Robust controller design

In this section, we will present three robust controller design methods useful for robust track-following: mixed $H_2/H_\infty$, mixed $H_2/\mu$ and robust $H_2$ syntheses. These methods are based on convex optimization involving LMIs, to which there are numerically efficient algorithms [5] and software [6, 7, 8] available. Some of the LMIs which are necessary to solve optimization problems will be given in the Appendices. Advantages and disadvantages of each method will be summarized.

4.1 Mixed $H_2/H_\infty$ synthesis

The mixed $H_2/H_\infty$ synthesis is a well-known design method for reconciling performance and robustness [9, 10]. Since this approach can deal with only unstructured dynamic uncertainties, we will ignore parametric uncertainties in $\Delta$. In this approach, we can guarantee only robust stability for individual, not simultaneous, perturbations of $\Delta_V$ and $\Delta_M$. See Fig. 3.

![Figure 3: Uncertainty structure for mixed $H_2/H_\infty$ synthesis](image)

Denote the set of all controllers that stabilize the closed-loop system in Fig. 3 for $\Delta_V \in BH_\infty$ and for $\Delta_M \in BH_\infty$ by $K_V$ and $K_M$, respectively. Then, the control problem in this approach is formally stated as follows.
Problem 2  For given multirate sampler $S$ and hold $H$ with fixed sampling and hold rates, design a controller $K$ that exponentially stabilizes the closed-loop system for all $\Delta V \in BH_\infty$ and $\Delta M \in BH_\infty$, and minimizes the nominal RMS value of $z_2$ against Gaussian white noise $w_2$, or equivalently, solve the optimization problem

$$\min_{K \in K_V \cap K_M} \|T_{z_2 w_2} (HKS, 0)\|_2.$$  \hspace{1cm} (25)$$

This problem can be rewritten as follows:

$$\min_{\gamma} \gamma, \text{ subject to } \begin{cases} \|T_{z_2 w_2} (HKS, 0)\|_2 < \gamma, \\ \|T_{z_3 w_3} (HKS)\|_{\ell_2} < 1, \\ \|T_{z_4 w_4} (HKS)\|_{\ell_2} < 1, \end{cases} \hspace{1cm} (26)$$

where $z_V, z_M, w_V$ and $w_M$ are signals shown in Fig. 3, and $\| \cdot \|_{\ell_2}$ means the $\ell_2$-induced norm. We can solve the optimization (26) by following the procedure given at the end of Section 3. An auxiliary time-invariant system corresponding to (17) can be expressed in this case as

$$G : \begin{bmatrix} w_V \\ w_M \\ w_2 \\ u \end{bmatrix} \rightarrow \begin{bmatrix} z_V \\ z_M \\ z_2 \\ y \end{bmatrix},$$

$$G(z) := \begin{bmatrix} ZA & ZB_V & ZB_M & ZB_2 & ZB_u \\ CV & DV_V & D_M^V & D_2 & D_{Vu} \\ CM & D_M^M & D_M^M & D_2 & D_{Mu} \\ C_2 & D_2^V & D_2^M & D_2^M & D_2u \\ C_y & D_yV & D_yM & D_y2 & 0 \end{bmatrix},$$  \hspace{1cm} (27)$$

where all the block matrices are obtained by the transformation process from multirate control to time-invariant control presented in Section 3. Using the system matrices, the inequality conditions in (26) can be expressed as LMI conditions [11, 12], which are given in Appendix 7.1.

Main advantages of the mixed $H_2/H_\infty$ method in track-following control are that the computational cost involved in finding a solution to (26) is relatively low, and that an optimal solution is guaranteed to be obtained given a feasible condition. While the robust $H_2$ synthesis methodology which will be presented later involves the iterative solution of convex optimization problems in order to solve a nonconvex one, the mixed $H_2/H_\infty$ method requires the solution of just one convex problem. However, a disadvantage of this method is that it can neither deal with structured uncertainties, nor guarantee robust performance. In other words, there is no guarantee that robustness in our original problem (Problem 1) is indeed satisfied by the mixed $H_2/H_\infty$ design.
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4.2 Mixed $H_2/\mu$ synthesis

The $\mu$-theory is a powerful tool to deal with various types of uncertainties in robust control [13]. If the performance is evaluated with the $\ell_2$-induced (or $H_\infty$) norm, one can design a controller for robust performance via the so-called $D$-$K$ iterations in the $\mu$-synthesis theory. However, since the performance measure in the present problem is the $\ell_2$ semi-norm (or $H_2$ norm), we cannot use the $\mu$-synthesis theory as it is. Here, we combine the $D$-$K$ iteration with the mixed $H_2/H_\infty$ synthesis to design a controller to achieve nominal performance optimization with guaranteed robust stability.

To be more precise, we consider the following problem.

**Problem 3** For given multirate sampler $S$ and hold $H$ with fixed sampling and hold rates, design a controller $K$ that stabilizes the closed-loop system for all $\Delta \in \mathcal{B}$, and minimizes the nominal RMS value of $z_2$ against Gaussian white noise $w_2$, i.e., solve the optimization problem

$$\min_{K \in \mathcal{K}(\mathcal{B})} \|T_{z_2w_2}(HKS,0)\|_2.$$  

Notice that the only difference between (28) and (5) is that the term “max$_{\Delta \in \mathcal{B}}$” is not taken into consideration in (28), and thus we optimize only nominal performance.

Let us first consider a simpler situation where $\tilde{K}$ is a single-rate controller. Then, by $\mu$-analysis theory [13, 14], the condition $\tilde{K} \in \mathcal{K}(\mathcal{B})$ can be guaranteed by $\tilde{K} \in \mathcal{K}(0)$ (nominally stabilizing) and

$$\left\|DT_{z_2w_2}(\tilde{K})D^{-1}\right\|_\infty < 1,$$

for some matrix function $D \in \mathcal{D}$. Here, $\mathcal{D}$ is a set of matrix functions associated with $\mathcal{B}$ in (4) and defined by

$$\mathcal{D} := \left\{ D := \text{diag} [d_1, \ldots, d_{p+2}] \mid d_j \in H_\infty, \ d_j^{-1} \in H_\infty, \ j = 1, \ldots, p+2 \right\}.$$  

Therefore, problem (28) can be solved via mixed $H_2/H_\infty$ optimization with $D$-scaling:

$$\min_{\tilde{K} \in \mathcal{K}(0), D \in \mathcal{D}} \gamma, \ \text{subject to} \left\{ \begin{array}{c} \|T_{z_2w_2}(\tilde{K},0)\|_2 < \gamma, \\ \left\|DT_{z_2w_2}(\tilde{K})D^{-1}\right\|_\infty < 1. \end{array} \right.$$  

Using the single-rate result, it is possible to solve the above multirate control problem approximately, with the following procedure.

1. Design a rational matrix $D \in \mathcal{D}$, as well as a single-rate controller $\tilde{K}$ with the fastest sampling/hold rate (or a continuous-time controller if a generalized plant is given in continuous-time), that solves the optimization

$$\inf_{D \in \mathcal{D}, \tilde{K} \in \mathcal{K}(0)} \left\|DT_{z_2w_2}(\tilde{K})D^{-1}\right\|_\infty.$$  
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2. Using the $D$ obtained in Step 1, solve a multirate mixed $H_2/H_\infty$ problem:

$$\min_{K \in \mathcal{K}(0)} \gamma, \text{ sub. to } \begin{cases} \| T_{z_{2w_2}}(HKS, 0) \|_2 < \gamma, \\
\| DT_{z_{\Delta w_\Delta}}(HKS)D^{-1} \|_{\ell_2} < 1. \end{cases} \quad (33)$$

We remark that the constraint

$$\| DT_{z_{\Delta w_\Delta}}(HKS)D^{-1} \|_{\ell_2} < 1 \quad (34)$$

guarantees closed-loop stability for all $\Delta \in \mathcal{B}$, due to the Small Gain Theorem. The optimization problem (32) in Step 1 can be solved via $D-K$ iteration with “$\mu$-Analysis and Synthesis Toolbox” (or the latest “Robust Control Toolbox”) in MATLAB [15]. On the other hand, since the optimization problem (33) is of the same type as (26), the technique outlined in Section 4.1 can be used to solve the optimization in Step 2.

The main advantage of the proposed mixed $H_2/\mu$ synthesis, as compared to the mixed $H_2/H_\infty$ synthesis, is the freedom in the selection of $D$. Notice that $D = I$ corresponds to the mixed $H_2/H_\infty$ design. Because of this freedom, we can expect better nominal performance and robust stability. However, one disadvantage is that the problem becomes nonconvex, and therefore, the obtained solution may not be a global optimum. Moreover, the solution may be computationally expensive to obtain, especially when we select a $D$ of high order. In addition, like the mixed $H_2/H_\infty$ approach, there is no guarantee regarding robust performance.

Remark 2 Since our uncertainty set $\mathcal{B}$ includes parametric uncertainties, we can have a less conservative robust stability condition than (29) (see [14, 16, 17]). If we use the less conservative condition, an extra “$G$-scaling” must be introduced. This will increase the computational effort, as well as the final controller order.

Remark 3 It has been our experience that the mixed $H_2/\mu$ controller performs better if the performance channel is included in solution to Step 1, even though the measure in $\mu$-synthesis is not the $H_2$ norm but rather the $H_\infty$ norm.

4.3 Robust $H_2$ synthesis

The previous two methods cannot handle robust performance, and therefore, plant perturbations may degrade the track-following performance to an unacceptable extent. The third method, which is based on the result in [18], can guarantee robust performance for parametric uncertainties, but not for dynamic ones.

Define a set $\mathcal{B}_p$ of parametric uncertainties as

$$\mathcal{B}_p := \{ \Delta := \text{diag} [\delta_1, \ldots, \delta_p], \ \delta_j \in B\mathbb{R}, \ j = 1, \ldots, p \}. \quad (35)$$
The design problem in this section is stated next.

**Problem 4** For given multirate sampler $S$ and hold $H$ with fixed sampling and hold rates, design a controller $K$ that stabilizes the closed-loop system for all $\Delta \in B_p$, and minimizes the worst-case RMS value of $z_2$ against Gaussian white noise $w_2$ for all $\Delta \in B_p$, i.e., solve

$$\min_{K \in \mathcal{K}(B_p)} \max_{\Delta \in B_p} \|T_{z_2w_2}(HKS, \Delta)\|_2.$$  

(36)

To use the result in [18], we need that the following assumptions are satisfied.

**Assumption 1** $D_{\Delta \Delta} = 0$ and $D_{y \Delta} = 0$ in (1).

The assumption $D_{\Delta \Delta} = 0$ guarantees that the closed-loop system matrices depend on $\Delta$ affinely (see (38)), while $D_{y \Delta} = 0$ ensures the well-posedness of the closed-loop system by forcing the direct term from $u$ to $y$ to be zero (see (37)). These assumptions are not restrictive, since they hold most of the track-following problems in HDDs.

In the case with only parametric uncertainties, the uncertain system from $[w_2^T, u^T]^T$ to $[z_2^T, y^T]^T$ is obtained as

$$\begin{bmatrix} z_2 \\ y \end{bmatrix} = \begin{bmatrix} A^\Delta & B_2^\Delta & B_u^\Delta \\ C^\Delta & D_{22}^\Delta & D_{2u}^\Delta \end{bmatrix} \begin{bmatrix} w_2 \\ u \end{bmatrix},$$  

(37)

where the superscript “$\Delta$” means a “matrix with uncertainties”, and the system matrices are given by

$$\begin{bmatrix} A^\Delta & B_2^\Delta & B_u^\Delta \\ C^\Delta & D_{22}^\Delta & D_{2u}^\Delta \end{bmatrix} := \begin{bmatrix} A & B_2 & B_u \\ C_2 & D_{22} & D_{2u} \end{bmatrix} + \begin{bmatrix} B_\Delta \\ D_{2\Delta} \end{bmatrix} \Delta \begin{bmatrix} C_\Delta & D_{\Delta 2} & D_{\Delta u} \end{bmatrix}.$$  

(38)

In the robust $H_2$ method that will be explained below, it is important that the system matrices in (38) are affine in $\Delta$, and that $\Delta$ belongs to a convex polyhedron $B_p$ (which is a hypercube in the present setting).

To deal with the multirate characteristics of the controller, we use the procedure in Section 3. Then, for an augmented time-invariant plant:

$$\begin{bmatrix} z_2 \\ y \end{bmatrix} = \begin{bmatrix} ZA^\Delta & ZB_2^\Delta & ZB_u^\Delta \\ C_2^\Delta & D_{22}^\Delta & D_{2u}^\Delta \end{bmatrix} \begin{bmatrix} w_2 \\ u \end{bmatrix},$$  

(39)

we need to design a linear time-invariant controller of the form:

$$u = \begin{bmatrix} ZK_A & ZK_B \\ K_C & K_D \end{bmatrix} y.$$  

(40)
We remark that all the uncertain matrices in (39) are affine in $\Delta$. The time-invariant closed-loop system of (39) and (40) is expressed as

$$(T_{cl}(\Theta, \Delta))(z) := \begin{bmatrix} A_{cl}(\Theta, \Delta) & B_{cl}(\Theta, \Delta) \\ C_{cl}(\Theta, \Delta) & D_{cl}(\Theta, \Delta) \end{bmatrix},$$

$$:= \begin{bmatrix} Z(A_0^\Delta + \mathcal{B}_\Delta \Theta \mathcal{C}) & Z(B_0^\Delta + \mathcal{B}_\Delta \Theta \mathcal{D}_{21}) \\ C_0^\Delta + \mathcal{D}_{12} \Theta \mathcal{C} & D_{22}^\Delta + \mathcal{D}_{12} \Theta \mathcal{D}_{21} \end{bmatrix},$$

where the matrices are defined by

$Z := \begin{bmatrix} Z_0 & 0 \\ 0 & Z \end{bmatrix}$, $\Theta := \begin{bmatrix} K_A & K_B \\ K_C & K_D \end{bmatrix}$,

$A_0^\Delta := \begin{bmatrix} A^\Delta & 0 \\ 0 & 0 \end{bmatrix}$,

$\mathcal{B}_\Delta := \begin{bmatrix} 0 & B_2^\Delta \\ I & 0 \end{bmatrix}$, $B_0^\Delta := \begin{bmatrix} B_2^\Delta & 0 \end{bmatrix}$,

$\mathcal{C} := \begin{bmatrix} 0 & I \\ C_y & 0 \end{bmatrix}$, $\mathcal{D}_{21} := \begin{bmatrix} 0 \\ 0 \\ D_{22}^\Delta \end{bmatrix}$,

$C_0^\Delta := \begin{bmatrix} C_2^\Delta & 0 \end{bmatrix}$, $\mathcal{D}_{12}^\Delta := \begin{bmatrix} 0 \\ 0 \\ D_{22u}^\Delta \end{bmatrix}$.

Our problem is to find a robustly stabilizing controller matrix $\Theta$ that solves

$$\min_\Theta \max_{\Delta \in \mathcal{B}_p} ||T_{cl}(\Theta, \Delta)||_2.$$ 

This can be solved by the following optimization, which involves a finite number of matrix inequalities:

$$\min_{W, P, \Theta, \gamma} \gamma, \text{ subject to}$$

$$\begin{align*}
\gamma > \text{trace} W, \\
W & C_{cl}(\Theta, \Delta_k) D_{cl}(\Theta, \Delta_k) \\
* & P \\
* & * \\
P_Z P_Z A_{cl}(\Theta, \Delta_k) & P_Z B_{cl}(\Theta, \Delta_k) \\
* & P \\
* & * \\
0 & I
\end{align*} > 0,$$

(41)

for $\Delta_k \in \mathcal{V}(\mathcal{B}_p)$. Here, the matrices $P$ and $W$ are block-diagonal of appropriate sizes, $P_Z := Z^T P Z$, $\mathcal{V}(\mathcal{B}_p)$ is the set of all vertices of a convex polyhedron $\mathcal{B}_p$, and the “*-blocks” are the block matrices that make the total matrix symmetric. The replacement of infinitely many inequality constraints for $\Delta \in \mathcal{B}_p$ with finitely many ones at vertices $\Delta_k \in \mathcal{B}_p$ is possible due to the facts that the closed-loop system matrices are affine in $\Delta$, and that the set $\mathcal{B}_p$ is a convex polyhedron.
Unfortunately, this problem is nonconvex, since there are coupling terms between $P$ and $\Theta$ in (41). However, by using the coordinate descent method (see [19, 20] and references therein), we can find a local optimum. The procedure is presented next.

**[Initial design of $\Theta$]** This will be explained below, as well as in Appendix 7.2. Set the result of the initial design to $\Theta_1$. Also, set $i = 1$.

**[Design of $P$]** Fix $\Theta := \Theta_i$. Solve a convex optimization problem (41) with respect to $\gamma$, $W$, and $P$. Set a solution $P$ to $P_i$.

**[Design of $\Theta$]** Fix $P := P_i$. Solve a convex optimization problem (41) with respect to $\gamma$, $W$, and $\Theta$. Set a solution $\Theta$ to $\Theta_{i+1}$. Increment $i$ by one. Continue this iteration until convergence.

**Remark 4** Theoretically, since the value $\gamma$ is monotonically non-increasing during the iterations and it has a lower bound (which is 0), it will converge to some positive number. Numerically, we stop the iteration when the value of $\gamma$ stops decreasing (within some tolerance).

Generally speaking, in nonconvex optimization problems, the selection of an initial point is critical. We follow the procedure given in [18] to derive a reasonable initial point, which will be reviewed in Appendix 7.2.

The advantage of the robust $H_2$ synthesis over the other synthesis methodologies discussed in this paper is the ability to cope with robust performance in the design. However, to utilize the proposed synthesis technique, it is necessary to ignore dynamic uncertainties, which generally capture high frequency unmodeled dynamics, typically unavoidable in modeling. In addition, the computation of a solution to the robust $H_2$ problem is demanding, because we have to solve a series of convex optimization problems iteratively in order to solve a nonconvex problem. Further, the number of inequality constraints increases exponentially with the number of parametric uncertainties, since the constraints are imposed at vertices of a hypercube $B_p$. Therefore, only a few parametric uncertainties can be included in a practical design.

### 5 A design example

In this section, we will demonstrate the usefulness of the robust $H_2$ synthesis method presented in Section 4.3 through one simple example of a dual-stage track-following control problem. This
example is taken from [21]. Other examples are shown in [3]. The system to be considered is a PZT-actuated dual-stage servo system, whose inputs are the VCM input \( u_V \) and the input to the PZT-actuators \( u_M \), and whose output is the head position \( y_{LDV} \) measured by LDV. Readers are referred to [21, 22, 23] and their references for details on the identification, modeling and control of the PZT-actuated dual-stage servo system discussed in this section.

5.1 Continuous-time modeling

In order to use the robust \( H_2 \) synthesis technique, we need a mathematical model with only parametric uncertainties. To derive such a mathematical model, 36 frequency responses of \( P_{VCM} \) (from \( u_V \) to \( y_{LDV} \)) and of \( P_{MA} \) (from \( u_M \) to \( y_{LDV} \)) have been taken in [21], as shown in Figure 4.

![Figure 4: Frequency responses from \( u_V \) to \( y_{LDV} \) (upper figure) and from \( u_M \) to \( y_{LDV} \) (lower figure)](https://example.com/image)

To reduce the computational burden during the controller synthesis, it is advantageous to build a model were both its order and the number of uncertain parameters are as small as possible. As shown in Figure 4, since the suspension’s sway mode \( (S) \) and torsion modes \( (T1 \text{ and } T2) \) can be seen in both frequency responses, these suspension modes can be factored out as a common transfer function \( P_{ma} \) in the block diagram in Figure 5:

\[
P_{VCM}(s) = P_{ma}(s)P_E(s), \quad P_{MA}(s) = P_{ma}(s)P_D(s).
\]

Here, the E-block dynamics \( P_E \) and suspension dynamics \( P_{ma} \) are assumed to have structures as

\[
P_E(s) = P_F(s)P_B(s), \quad P_{ma}(s) = P_{T1}(s)P_S(s)P_{T2}(s),
\]
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where each term of the right-hand sides is of the form

\[ P_j(s) = \frac{b_j^0 s^2 + b_j^1 s + b_j^2}{s^2 + a_j^1 s + a_j^2}, \quad j = F, B, T1, S, T2, \tag{45} \]

with uncertain coefficients

\[
\begin{align*}
    b_j^i &= \tilde{b}_j^i (1 + M_{jk}^i \delta_j), \quad k = 1, 2, \\
    a_j^i &= \tilde{a}_j^i (1 + M_{ak}^i \delta_j), \quad k = 1, 2.
\end{align*}
\]

(46) \hspace{1cm} (47)

Here, the nominal values are denoted by \( \bar{a}_j^i \) and \( \bar{b}_j^i \), and \( M_{ak}^i \) and \( M_{bk}^i \) are constant weightings. It has been found that the experimental frequency responses can be reproduced accurately enough by using only three uncertain parameters

\[
\delta_1 = \delta^F, \quad \delta_2 = \delta^B, \quad \delta_3 = \delta^{T1} = \delta^{T2} = \delta^S.
\]

(48)

\( P_D \) is the piezoelectric actuator driver dynamics that is not observed in \( P_{VCM} \), and of the form

\[ P_D(s) = b_1^D s + b_2^D. \tag{49} \]

Assuming the structure of the model (42)–(49), the nominal values and the weighting coefficients are identified as in Table 1. The validity of the modeling result will be examined after the discretization of the model set in Section 5.2.

### 5.2 Discretization of a continuous-time model set

For digital controller design, the continuous-time uncertain model is transformed into a discrete-time one. Although there are several ways to carry out such transformation, we present only one method here.

The block diagram in Figure 5 can be expressed as an LFT form with uncertain parameters as in Figure 6. We can represent the continuous-time model set from \([u_V, u_M]^T\) to \(y_{LDV}\) as

\[
\mathcal{P}_c = \begin{cases} 
P(s) = D + C(sI - A(\Delta))^{-1}B(\Delta) \\
\Delta = \text{diag}[\delta_1, \delta_2 I, \delta_3 I], \quad |\delta_i| \leq 1, \forall i
\end{cases}.
\]

(50)

Since there are three uncertain parameters \( \delta_i \), the set \( \mathcal{P}_c \) has \( 2^3 \) “extreme” cases denoted by \( \Delta_i \), where each parameter \( \delta_i \) takes the value of -1 or 1. For each extreme case, we transform the
continuous-time model into a discrete-one by zero-order hold, yielding discrete-time \((A, B)\)-matrices as follows:

\[
A^i_d := e^{A(\Delta_i)T}, \quad B^i_d := \int_0^T e^{A(\Delta_i)\tau} d\tau \cdot B(\Delta_i),
\]

where \(T = 25 \cdot 10^{-6} \text{ (sec.)} \) is a sampling period. For controller design, we use all the convex combinations of these eight discrete-time \((A, B)\)-matrices:

\[
P_d := \left\{ P(z) = D + C(zI - A)^{-1}B, \ [A, B] \in B \right\},
\]

where

\[
B := \left\{ [A, B] = \sum_{i=1}^{8} \alpha_k [A^i_d, B^i_d], \ \alpha_i \geq 0, \ \sum_{i=1}^{8} \alpha_i = 1 \right\}.
\]

The comparisons between experimental frequency responses and those of sampled models in the model set \(P_d\) are shown in Figures 7 and 8. Both figures show that the observed dynamic variation
can be accurately represented by the parametric uncertainty modeling technique.

![Experimental and Model Set Frequency Responses](image)

Figure 7: Comparisons between experimental and simulation frequency responses for $P_{VCM}$

![Experimental and Model Set Frequency Responses](image)

Figure 8: Comparisons between experimental and simulation frequency responses for $P_{MA}$

### 5.3 Controller design via robust $H_2$ synthesis

To determine a controller design problem, we need to specify the variables $z_2$, $w_2$, $y$ and $u$ in (37). In this example, control inputs $u$ are taken as

$$ u := [u_V, u_M]^T. $$

As a disturbance, in this simple example, we consider only track runout $r$, modeled as

$$ r = W_r w_2, $$
where $W_r$ is a shaping filter

$$W_r(s) = \frac{3.162s + 1.987 \cdot 10^5}{s + 628.3},$$

and $w_2$ is white noise (This $w_2$ corresponds to the one in (37)). The difference between $r$ and $y_{LDV}$

$$e := r - y_{LDV}$$

is the PES, which is the measurement $y$ in (37). As control outputs $z$, we use the vector consisting of the PES and weighted input signals as

$$z := [e, QV uV, QM uM]^T,$$

where the weights $Q_V$ and $Q_M$ are selected by trial-and-error as $Q_V = 0.1$ and $Q_M = 5 \cdot 10^{-5}$.

The designed controller was of order 13. In order to analyze the controller, the sensitivity functions for 100 sampled models are shown in Figure 9. As can be seen in the figure, the sensitivity functions do not disperse even in the face of parameter variations, indicating that the obtained controller indeed satisfies its intended robust performance property. This property was also verified during the experimental tests, as discussed in [21].

![Figure 9: Sensitivity functions](image)

The shaping of the closed loop sensitivity transfer function can be achieved by properly selecting the runout model. The selection of the runout model is in fact a design parameter in our synthesis methodologies, and the one selected lead to a reasonable sensitivity function. In general, the magnitude frequency response of the sensitivity function tends to follow the inverse of the magnitude of the runout model, subjected to the constraints imposed by the other weighting terms in the $H_2$ cost function and the robustness constraints [22]. The systematic and optimal design of a runout model from actual PES data is an important research subject, which is actively carried out by the disk drive companies [24, 25].
6 Conclusions

In this paper, we have presented three multirate robust controller design methods for track-following control in dual-stage multi-sensing servo systems. The procedures, advantages, and disadvantages have been provided for each method. In addition, multirate control problems have been shown to be reduced to time-invariant control problems. All of the methods rely on numerically efficient solvers for LMIs. This paper can be seen as a collection of results from the robust control literature, including those in [1, 2, 18, 13], which are specially useful for track-following controller design in dual-stage HDDs. One track-following control example for a PZT actuated suspension dual-stage system was given to illustrate that the robust $H_2$ controller is useful in maintaining the track-following performance under plant perturbations.

It is known that one major drawback of robust control theory is that the designed controllers typically have high orders. Therefore, controller reduction should also be done after all of the three proposed design procedures. Since a multirate controller is periodic time-varying in general, we can utilize the existing balanced truncation techniques, e.g., those in [26, 27], for the reduction purpose. Some realistic examples in [3] show that our design methods plus model reduction are quite promising in designing low order controllers with robust track-following performance. Finally, fixed-order controller design such as the one presented in [20] will be useful in this application, which is a future research topic.

7 Appendices

7.1 LMIs for mixed $H_2/H_\infty$ synthesis

Here, we present LMIs used for our mixed $H_2/H_\infty$ design in Section 4.1. These LMIs can be derived by combining the ideas of congruent transformations in [11] and of synthesis for time-varying systems in [1, 4]. We use the following notation: For a block-diagonal matrix $M$ and a shift matrix $Z$ (see (19)) with appropriate block sizes, we define

$$M_Z := Z^T M Z.$$  (51)

Note that $M_Z$ is also block-diagonal.

Using the system matrices in (27) and block diagonal decision variables $W = W^T$, $X = X^T$, $Y = Y^T$, $\hat{K}_A$, $\hat{K}_B$, $\hat{K}_C$, and $\hat{K}_D$ with appropriate sizes, the optimization problem (26) is equivalent to

$$\min \text{trace} W,$$  (52)
subject to

\[
\begin{bmatrix}
W & C_2 + D_{22} \hat{K}_D C_y & C_2 Y + D_{22} \hat{K}_C \\
* & X & I \\
* & * & Y \\
* & * & * \\
D_{22} + D_{22} \hat{K}_D D_{y2} & 0 & 0 & I
\end{bmatrix} > 0,
\]

\[
\begin{bmatrix}
X_Z & 1 & X_Z A + \hat{K}_B C_y & \hat{K}_A \\
Y_Z & A + B_u \hat{K}_D C_y & A Y + B_u \hat{K}_C \\
* & * & X & I \\
* & * & * & Y \\
* & * & * & * \\
* & * & * & * \\
X_Z B_2 + \hat{K}_B D_{y2} & 0 & 0 & I
\end{bmatrix} > 0,
\]

\[
\begin{bmatrix}
X_Z & 1 & X_Z A + \hat{K}_B C_y & \hat{K}_A \\
Y_Z & A + B_u \hat{K}_D C_y & A Y + B_u \hat{K}_C \\
* & * & X & I \\
* & * & * & Y \\
* & * & * & * \\
* & * & * & * \\
X_Z B_i + \hat{K}_B D_{y_i} & 0 & 0 & I \\
B_i + B_u \hat{K}_D D_{y_i} & 0 & C_i^T + C_y^T \hat{K}_D T_{1u}^T & 0 \\
& & Y C_i^T + \hat{K}_C T_{1u}^T & D_{1u}^T + D_{1u} \hat{K}_D D_{1u}^T \\
& & & I
\end{bmatrix} > 0,
\]

where \( i = V, M \). Note that all the entries in the above LMIs are block-diagonal. For the controller reconstruction, we first compute block-diagonal nonsingular matrices \( M \) and \( N \), having the same block structure as \( X \) and \( Y \), and satisfying

\[
MN^T = I - XY.
\]

The controller matrices are given by

\[
K_D = \hat{K}_D,
\]

\[
K_C = (\hat{K}_C - \hat{K}_D C_y Y) N^{-T},
\]

\[
K_B = M_Z^{-1} (\hat{K}_B - X_Z B_2 \hat{K}_D),
\]

\[
K_A = M_Z^{-1} \left\{ \hat{K}_A - X_Z (A + B_u \hat{K}_D C_y) Y \\
- X_Z B_u K_CN^T - M_Z K_B C_y Y \right\} N^{-T}.
\]
Note that the block structures of $K_A$, $K_B$, $K_C$ and $K_D$ are guaranteed in the computations, since all the matrices in the right-hand sides of (54)–(57) are block-diagonal. The corresponding periodic time-varying controller can be obtained by dividing these block matrices as in (22).

7.2 Initial controller design in robust $H_2$ synthesis

As has been explained, the robust $H_2$ controller is designed via nonconvex optimization (41). For nonconvex optimization, selection of an initial point is of great importance. Here, we review a reasonable method for such selection proposed in [18].

7.2.1 State feedback

First, for the uncertain system (39), we design a state feedback controller:

$$u = K_c x,$$  \hspace{1cm} (58)

that optimizes robust $H_2$ performance:

$$\max_{\Delta \in \mathcal{B}_p} \| T z_2 w_2 \|_2.$$  \hspace{1cm} (59)

As given in Theorem 6 in [18], this problem can be solved by convex optimization with LMIs:

$$\min_{W, Q, L} \text{trace} W, \text{ subject to}$$

$$\begin{bmatrix}
W & C_2^\Delta Q + D_{2u}^\Delta L & D_{22}^\Delta \\
* & Q & 0 \\
* & * & I
\end{bmatrix} > 0,$$

$$\begin{bmatrix}
Qz & A^\Delta Q + B_{u}^\Delta L & B_2^\Delta \\
* & Q & 0 \\
* & * & I
\end{bmatrix} > 0,$$

(60)

where the constraints are imposed at the vertices of $\mathcal{B}_p$, $\Delta = \Delta_k \in \mathcal{V}(\mathcal{B}_p)$. Using the solutions $L$ and $Q$, the optimal state feedback is given by

$$K_C := LQ^{-1}.$$  \hspace{1cm} (61)

7.2.2 Output feedback

Next, by fixing $K_C$ in (61) and $K_D = 0$, we design an output feedback

$$u = \begin{bmatrix} ZK_A & ZK_B \\ K_C & 0 \end{bmatrix} y.$$  \hspace{1cm} (62)
that optimizes robust $H_2$ performance (59). Define

$$A_F^\Delta := A^\Delta + B_u^\Delta K_C.$$  

(63)

Then, due to Theorem 8 in [18], this problem can be solved by convex optimization with LMIs:

$$\min_{W, X, Y, U, V} \text{trace} W, \text{ subject to}$$

$$\begin{bmatrix}
W & C_z^\Delta + D_{zu}^\Delta K_C & D_{zu}^\Delta K_C & D_{zw}^\Delta \\
* & X & 0 & 0 \\
* & * & Y & 0 \\
* & * & * & I
\end{bmatrix} > 0,$$

$$\begin{bmatrix}
X_Z & 0 & X_Z A_F^\Delta \\
* & Y_Z & Y_Z A_F^\Delta - V - U C_y \\
* & * & X \\
* & * & * \\
-X_Z B_u^\Delta K_C & X_Z B_u^\Delta \\
V - Y_Z B_u^\Delta K_C & Y_Z B_u^\Delta - U D_y w \\
0 & 0 & 0 \\
Y & 0 & 0 \\
* & * & I
\end{bmatrix} > 0,$$

(64)

where the constraints are again imposed at the vertices of $B_p$, $\Delta = \Delta_k \in \mathcal{V}(B_p)$. Using the optimizers, $K_A$ and $K_B$ are obtained as

$$K_A := Y_Z^{-1} V, \quad K_B := Y_Z^{-1} U.$$  

(65)
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